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DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States
Government. Neither the United States Government nor any agency thereof, nor any of their
employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for
the accuracy, completeness, or usefulness of any information, apparatus, product, or process
disclosed, or represents that its use would not infringe privately owned rights. Reference herein to
any specific commercia product, process, or service by trade name, trademark, manufacturer, or
otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by
the United States Government or any agency thereof. The views and opinions of authors expressed
herein do not necessarily state or reflect those of the United States Government or any agency
thereof.




CONTENTS

MANAGEMENT SUMMARY ..ottt s sne e 1
INTRODUCTION. .....eoiiieieieiesiesie e sesre s eeesessessesse e ssesseeseeeessessessessessessessesseens 1
CERTIFICATION UNCERTAINTY otiieieiesieriesie st ste st sse e sne e snesneenens 2
2] S SO PRPRPRRR 3
SHP LBIM ettt n e r bbbt e 4

LI (0= 0SS 4
Etched ArrOw POSITION.........ccoiiiieeeee e e 5
Order of Certification POINES.........cccoiiiirinieieie e 5
Therma EQUIITDIUML......cceieceeeee e 5
AMDIENT TEMPEIAUE........oveeieeeceeee ettt eereees 6
Pyrometer Wavalength..........cooooiiiieeee e 6
Usage RA@E DIift........ooeeiiecece e 6
Digitd Pyrometer Working Standard ............coceeererininieieesesese e 7
Disappearing Filament PYrOMELENS...........ccoeieeieeieseere e 8
Production Certified Digital Pyrometer...........cocovviniiieeieeeesese e 9
Production Certified Two-Color Optical Pyrometer ............cccovcvevvvceeceeseenene. 10

BRIGHTNESS PYROMETER UNCERTAINTY IN PROCESS

MEASUREMENTS ... .o e 11
CONCLUSIONS ...t ne s 16
REFERENGCES ..o 17
ACKNOWLEDGEMENTS.......ooiiieeee s 18



MANAGEMENT SUMMARY

Casting furnaces at the Y-2 National Security Complex use hand-held brightness pyrometers to control
furnace temperatures. Because temperature control is important to ensure properties of cast weapon
parts, pyrometer certification uncertainties have been estimated based on previous experimental data.
Certification uncertainty sources from primary standards, transfer standards, production pyrometers,
and measurement drift were considered. The analysis focuses on hand-held filament brightness
pyrometers used traditionally for furnace control and on hand-held digital pyrometers currently under
evaluation. Automatic two-color pyrometers installed in the early 1990s are addressed briefly. The
results of this analysis indicate that filament pyrometer uncertainty is 220.5° C, which is larger than
traditional expectations. The larger uncertainty is due, in part, to the addition of atransfer standard that
became necessary when contaminated instruments had to be certified at the field site. This analysis
showed that the newer, digital brightness pyrometers have certification uncertainties of 212°C or 218°C
depending on whether the instrument is certified at the Y-12 Standards Laboratory or in the field. This
report also addresses uncertainties related to the production furnace. A bias of -19.4°C in production
furnace measurements is attributed to the use of Pyrex™ windows and window fogging. A 2 s variation
of 28.6°C early in the hold period is discussed, which is caused by emissivity variation and reflection.

INTRODUCTION

Disappearing filament pyrometers have been traditionaly used by the Enriched Uranium Operations
(EUO) Organization to control casting furnace temperatures. 1n the 1980s, these pyrometers were sent
to the Y-12 Standards Laboratory for certification on a strip lamp.

Significant questions exist as to how the previous uncertainty limits were determined. Traditionally,
disappearing filament pyrometers used in production areas for casting line temperature measurements
had a stated uncertainty of 210°C. A similar type of disappearing filament pyrometer certified by the
National Institute of Standards and Technology (NIST) and handled as a primary standard also had a
210°C uncertainty.* If a primary standard certified by NIST carried a 210°C uncertainty, it is not
reasonable to assume that a Y-12 Standards Laboratory certified instrument, which was handled as a
working instrument on furnaces, could hold the same specification. Therefore, a new determination of
uncertainty for pyrometers used by EUO for furnace temperature measurement is in order.

In addition to questions as to the uncertainty of traditiona certifications, there have been changesin the
production pyrometers as well asin calibration techniques. In 1988, automatic two-color pyrometers
were added to production furnaces.* Calibration of these units was difficult. Pyrometer optic heads and
circuit boards had to be removed from the production area for certification at the Y-12 Standards
Laboratory. At that time, the automatic pyrometers were certified on a tube furnace using a type-S
thermocouple standard.

To make certification easier, in 1990 a tube furnace was purchased for the production area so
certifications could be performed without removing pyrometers. An optical fiber thermometer was
purchased to serve as aworking standard during certifications. Introduction of a working standard in

* Configuration Station Guide: PES-0024, TIL147



the cdibration chain did cause some additiona uncertainty, but benefits were significant. Production area
certifications eliminated contamination, security, and calibration delay problems. Contamination control
levels have become more stringent since that time and most older pyrometers can no longer be
transferred to the Y-12 Standards Laboratory.

The optical fiber thermometer working standard ultimately proved to be unreliable and was replaced with
a digital brightness pyrometer. This digital pyrometer was used as a transfer standard in the work
presented in this report. Performance of the digital brightness pyrometer has been good. A second unit
was purchased for evaluation as a possible replacement for the older disappearing filament pyrometers.

Much of the data used in the uncertainty evaluations of this report were collected from a one-year period
(FY 1999) soon after resumption of operations after a stand down. Information for determining
automatic pyrometer uncertainty was taken from 1987 data collected as the pyrometers were being
evaluated. Data from 1987 also allowed comparison of operator disappearing filament and immersion
thermocouple temperature measurements” which proved useful in evaluating uncertainty related to the
production furnace.

CERTIFICATION UNCERTAINTY

The objective of this work is to determine estimates of uncertainty for production casting temperature
measurements. The approach used is described in the NIST Technical Note 1297, Guidelines for
Evaluating and Expressing the Uncertainty of NIST Measurement Results® In this approach, each
component that contributes to the uncertainty of a measurement is identified and a value for the
component (in standard deviation form) is estimated from whatever sources are available.

Traditionally, disappearing filament pyrometers have been used by EUO for control of furnace
temperatures. These pyrometers are now obsolete and vendor support has been discontinued. However,
evaluation of the instrument is still considered important because EUO continues to use them for furnace
control. During FY 1997, a hand-held digital pyrometer identical to the digital pyrometer working
standard was purchased for evaluation as a possible replacement to pyrometers used in production. Both
disappearing filament and digital brightness pyrometers are evaluated in this document.

Ten main components were identified in determining the uncertainty of certified pyrometers when
measuring strip lamps or tube furnaces. In the first part of this document these “certification
uncertainties’ will be discussed. The ten components are as follows:

1. Strip lamp radiance temperature uncertainty (sub-components discussed but quoted uncertainty
used).

2. Lack of agreement of digital pyrometer in measuring the strip lamp primary standard.

3. Uncertainty caused by differences in wavelength between the digital pyrometer and NIST's
certification pyrometer.

4. Transmission loss uncertainty when using a close focus lens to certify digital pyrometers on a strip
lamp.

5. Drift of the digital pyrometer over the period between certifications.
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9.

Lack of agreement between disappearing filament pyrometers and the digital pyrometer working

standard.

Drift in disappearing filament pyrometers between certifications.
Lack of agreement between a field certified digital pyrometer and the digital pyrometer working

standard.

Lack of agreement between two-color automatic pyrometers and the digital pyrometer working

standard.

10. Drift in two-color automatic pyrometers between certifications.

Uncertainty sub-components within each of these ten components exist but are not necessarily addressed
in this report. Data used in this analysis for estimating each component include the contribution of sub-
components. Sub-components are discussed for the strip lamp radiance uncertainty because they are
useful in defining appropriate technique. However, the total strip lamp uncertainty quoted by the Y-12
Standards Laboratory is used in the analysis.

Table 1 contains the results of the analysis for each component and provides the 2s confidence interval
for each instrument, including standard uncertainty and drift over the certification period. Random
uncertainty is converted to a2s value before being entered on the table. Table 1 provides a convenient
reference during the discussion of calibration uncertainty. Process-related uncertainty is discussed later
and is not included in the table.

Tablel. Calibration uncertainty for production area pyrometersand standards (2s

level)
2F
Calibration
Instrument Range Sour ce of Bias ﬂ:nczril;idrzm Uncertainty
°O) Uncertainty . oC y Including
(°C) (°C) Standards
()
Primary Strip Lamp | 800 — Stated NIST 00 06 (+5.0, -5.0)
1800 Uncertainty ] ]
Deviations from NIST
Orientation and 00 22
Operation
Drift -05 0.6
Digital Pyrometer 1000 - | Disagreement from 0.0 37 (+8.5, -12.7)
Working Standard 1400 Primary Standard ' '
Wavedength Related 07 0.8
Error ' '
Close focus lens
transmission 0.0 1.3
uncertainty
Drift -3.5 5.6




Disappearing 1000 - | Disagreement with 1o 1 (+15.1, -20.5)
Filament Pyrometer | 1400 Working Standard : '
Drift 0.0 10.3
Digital Pyrometer 1000 - | Disagreement with 0.0 59 (+10.4, -18.1)
Certified via 1400 Working Standard ' '
Working Standard Drift -3.5 5.6
Two-Color 1000 - | Disagreement with +05 26 (+13.0, -16.7)
Automatic 1400 Working Standard ' '
Pyrometers Drift 0.0 8.8
Strip Lamp

The primary standard used to relate production temperature measurements to NIST temperature
standardsisastrip lamp. The primary standard used (M247478) had an uncertainty of +0.9°C to a 3s
level assuming that the orientation and operation used in the Y-12 Standards Laboratory are identical to
those used in the NIST facility.* A document attached to the Report of Calibration describes the
expected orientation and operational conditions which are summarized by the following list: >°

1. Alignment

() Base down,

(b) Notch side of filament vertical (as viewed from pyrometer),

(c) Pyrometer sighted on center of the filament at the elevation of the notch (adjusted throughout
test),

(d) Target areais 0.6 mm wide and 0.8 mm high,

(e) Optica axis of pyrometer is horizontal,

(f) Etched arrow on the opposite side of lamp from pyrometer,

(g) Lamp is positioned so that etched arrow is viewed at the center of the notch by pyrometer, and

(h) Alignment performed when radiance temperature is 1700°C.

Cdlibration points are ordered from higher temperature to lower temperature.

Lamp isin thermal equilibrium when data are taken.

Ambient temperature of 23+2°C.

Lamp base temperature is not controlled.

Lamp kept clean.

Pyrometer acceptance angle is 4.4°.

Pyrometer filter wavelength is 655.7 nm.

Lamp operating on direct current with the longer filament post at the positive potential.

©oONDOA~WN

Potential error sources caused by deviations from the expected criteria for using the strip lamp will now
be discussed.

Target Size

Firgt, the target size was much larger. The strip lamp filament thickness was measured to be 0.05320.00
in. at the notch (total filament thickness was 0.059 in. away from notch). Focusing on this type
filament required modification of the digital pyrometer optics to reduce the target spot size. The spot size
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of amodified digital pyrometer was cdculated as 0.047 in. using the minimum focal distance of the first
modified pyrometer (14- in. for M259774). Instruments purchased later used a close focus lens during
certification to obtain this focus distance. For these instruments, the target diameter is the focal distance
divided by 300. Movement of the target position to the I€eft or right on the strip lamp filament did not
cause a change in the observed reading. Therefore it is deemed sufficiently small to make the
measurement even though the target width was twice the dimension used by the NIST (0.023-in. spot
width).

Etched Arrow Podtion

There is some question of alignment observed in these tests. On the initial certifications, the lamp base
had to be cocked significantly to get the etched arrow aligned in the filament notch. Before conducting
later certifications, the lamp base was found off the track. When the base was placed on the track, the
large adjustment of lamp position was not required. However, both calibrations are considered vaid
because the etched arrow was viewed in the notch.

Order of Certification Points

Certification points were not always approached from a higher temperature when certifying the working
standards. NIST states that errors of 1°C can be encountered if certification is not done from the highest
to the lowest temperature. Tests performed at Y-12 confirmed errors in this range. In this effort, the
initial certifications maintained the proper order, but the second certifications were not. Using the
technique described in Section 4.6 of NIST Note 1297, this error is estimated with a standard deviation
of 0.3°C. ®* A modification to the metrology calibration test procedure has been made to require
certification from high to low temperatures consistent with the NIST procedure.

Thermal Equilibrium

Before the initial cdibration, a test was conducted to evaluate how long it would require to gain stability.

Power was held on the filament until the measured brightness temperature did not change for 4 m
(pyrometer had 1°C resolution). The time for the strip lamp brightness temperature to stabilize is shown
in Fig. 1. It should be noted that, at times, the power to the filament would drift slightly, requiring
adjustment that extended the time to stability. This problem made the results shown in the figure
somewhat variable. One set of data was collected from 900 to 2300°C followed by a second data set
collected from 2300 to 900°C. Based on this data, a hold time of 6 m is recommended when certifying
points at #1200°C (point a 2300°C is hot required). For points <1200°C, it is probably wise to use a 12
m hold. Using the technique described in Section 4.6 of NIST Note 1297, this error is estimated with a
standard deviation of 0.6°C.2
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Fig. 1. Hold time for strip lamp stability.

Ambient Temperature

Barber has noted changes of up to 0.4°C for every 1°C change in room temperature primarily at the low
end of the digital pyrometer range.® These changes would be significant at 1000°C because the ambient
temperature of the Y-12 Standards Laboratory is not well controlled. Temperature changes in the
laboratory are estimated at 6°F (3.3°C) in aday. However, temperatures of up to 90°F (32°C) and down
to 62°F (17°C) have been observed in the past. If certifications are limited to ambient conditions of
23+2°C, then the worst case effect on the measured radiance temperature throughout the range of
interest would be bounded by 21.6°C. Using the technique described in Section 4.6 of NIST Note 1297,
this uncertainty is estimated with a standard deviation of 0.9°C.> Because the temperature excursion is
equally likely to be in either direction, no biasisincluded in this estimate. The 23+ C temperature limit
has been placed in the metrology calibration test procedure. It is recommended that temperature control
be provided for this laboratory.

Pyrometer Wavelength

The wavelength of the digital pyrometer is at 650 nm, rather than 655.7 nm in the NIST measurement.
This uncertainty is addressed in the analysis of the working standard.

Usage Related Drift

In addition to technique-related errors, NIST states that the radiance temperature from the lamp should
be decreased 1°C overall temperatures for every 10 hours of operation at 2300°C; however, this time was
not approached in practice. The vendor of the digital pyrometer indicated that the calibration point at
2300°C was unnecessary if the instrument certification range did not exceed 1700°C. Elimination of this
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calibration point is being considered to prolong the life of the strip lamp. For the purpose of this analysis,
it is assumed that the uncertainty will be limited between 0 and 1°C. Using NIST Note 1297, Section 4.6,
this uncertainty is estimated with a random component having a standard deviation of 0.3°C and a bias
of -0.5°C.?

The Y-12 Standards Laboratory quotes an uncertainty of £3°C for the primary strip lamp between the
ranges of 800 and 2300°C. Combining the standard deviations in this section as the root of the sum of
the squares provides a total 2s random uncertainty of 2.4°C with a bias of -0.5°C. The
recommendations discussed in this section have been implemented as a matter of good practice, which
will result in further reduction in the strip lamp uncertainty. Sub-components of this section are included
in Table 1. Becausethe Y-12 Standards Laboratory is the authority in this case, the 25°C number is used
for total strip lamp uncertainty in the table. Sub-components are placed in itaics indicating that they were
not used to derive the total uncertainty.

Digital Pyrometer Working Standard

During FY 1998, the digital pyrometer became the working standard of choice for certifying production
pyrometers. Specia lenses were ordered with the initial pyrometers to allow certification on the primary
strip lamp, as previoudly discussed. Close focus certification lenses were purchased later that allow
either custom focus range (14 to 53 in.) or standard focus range (28 in. to infinity) pyrometers to be
certified on a strip lamp. Y-12 Standards Laboratory data using a strip lamp to certify the digital
pyrometer is minimal. Data in this document is based on two instruments that were certified twice on
alamp. One of these instruments is aworking standard (M-213327) and the other is an instrument being
evaluated for use on production furnaces (M-259774). As-left and as-found values are available for the
last certification of each instrument. Certifications occurred between 13 and 15 months apart, with data
collected at 1000, 1100, 1200, 1300, 1400°C. To estimate nonconformity to the primary strip lamp, as-
left results from both instruments over al five temperatures were combined to give 15 values. Thefina
set of data for the operation’s evaluation instrument was not included because no attempt was made to
adjust this instrument to correct errors up to -8°C in the range of interest. This deficiency has been
corrected by modifying the metrology calibration test procedure to require an adjustment if the agreement
exceeds the manufacturer’ s specification in the range of interest (x0.25% of measurement for 1000°C
and over). The mean of the 15 values was —1.0°C with a standard deviation of 1.8°C. The average was
dtatistically significant from zero. However, the digital pyrometer has the capability of adjusting the
whole curve up or down in 1°C increments. Instructions have been added to the metrology calibration
test procedure to allow adjustment of the mean error to near zero. The digital instrument specification
accuracy over the range of interest (+3.5C) is close to that determined by using the limited dataset (2s
uncertainty of +3.7°C) which adds credibility to determination. The value obtained from the data
(£3.7°C) isused as a 2s uncertainty interva in this analyss.

Uncertainty also exists because the digital pyrometer measures the primary strip lamp radiance
temperature at a different wavelength from that used by NIST in certifying the lamp. The strip lamp
calibration report from NIST* relates radiance temperature at 655.7 nm to direct current. Because the
digital pyrometer measures temperature at a wavelength of 650 nm and uses a much wider filter, an
additional uncertainty must be included. The vendor indicated in a telephone conversation on October
7, 1999, that both the difference in filter center frequency and width makes about a -0.1% of reading
difference at 1400°C, which decreases linearly as the measurement temperature decreases. Using NIST
Note 1297, Section 4.6, this uncertainty is estimated with a random component having a standard
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deviation of 0.40°C and a bias of
-0.7°C.2

Originaly, digital pyrometers were purchased which had a range of roughly 14 to 53 in.. This range was
sufficient to alow certification on a strip lamp and use in the field. When the purchase of additional
instruments was attempted, the manufacturer stated that they could not replicate this range. Additional
instruments were purchased with a standard range (28 in. to infinity) and a close focus lens that was to
be used during certification. When certifying with a close focus lens, the digital pyrometer emissivity
must be reduced to 0.94 to compensate for transmission losses in the lens. This factor is marked on the
lens and was verified to the extent possible by the Y-12 Standards Laboratory using a tube furnace.
Unfortunately, calibration is made more difficult by the lens because the software calibration routine
cannot accommodate emissivities less than 1.0. Calibration requires raising the strip lamp radiance
temperature to compensate for the loss in transmission through the close focus lens. Currents were
derived by fitting the strip lamp radiance temperature vs. current data with a polynomial and calculating
the additional current needed to compensate for lens transmission losses. The procedure, which was
recommended by the manufacturer, proved successful. Following the calibration, a certification is
performed using current values provided by NIST. For the purpose of this analysis, the uncertainty in
transmission of the lens must be considered. The manufacturer stated that the Z uncertainty in
emissivity was 1%. A table provided by the manufacturer indicates that a 1% error in emissivity causes
a 0.5°C error at 800°C which increases to 1.3°C at 1400°C. Because a correction is made for the
expected loss in transmission, only maximum random uncertainty of 1.3°C needs to be considered in
Table 1.

While the procedure using the close focus lens was suggested by the manufacturer, it is not the preferred
technique. If funding were available, purchase of a 1/8% transfer standard would permit certification
on atube furnace. The manufacturer uses this type certification that eliminates the need for close focus
lenses and tedious alignment of a strip lamp.

To estimate drift of the working standard over the calibration period, differences between the first
certification as-left data and the second certification as-found data were calculated. The average of the
10 values was -3.5°C with a standard deviation of 2.8°C. The minus indicates a lower temperature
reading at the end of the calibration period. The average was statistically lower than zero; therefore, a
systematic error of —3.5°C isincluded in the error analysis along with the random uncertainty.

Disappearing Filament Pyrometers

Four disappearing filament pyrometers have been certified in the first year after restarting the production
casting facility. Data from the four pyrometers certified every two to three months from June 1988 to
May 1999 (five calibrations) are used in this analysis. As-found and as-left data are available for all
except the first certification. Instruments are certified at 1020, 1100, 1200, 1300, and1400°C. To
estimate agreement between disappearing filament pyrometers and the digital pyrometer working
standard, the 100 available as-left data points were combined. The average was -1.2°C with a standard
deviation of 3.6°C. The minusindicated the digital pyrometer values were lower than working standard
values. The average was statistically lower than zero; therefore, a bias of -1.2°C isincluded in the error
analysis.

To determine disappearing pyrometer drift over the certification period, the difference between each
8



instrument’ s as-left and the following as-found data was calculated for each measurement temperature.
This resulted in 80 differences, with an average of -0.7°C and a standard deviation of 5.2°C. The
average was not statistically different from zero, so no bias is warranted in the analysis.

To obtain atotal certification uncertainty for a disappearing filament pyrometer value at any time during
the certification period, al the standard deviations are combined in the root-sum-of-squares technique
described in the NIST publication. The resulting 25 value was +25.1°C. Since there were three means
significantly different from zero, it is not appropriate to ignore them. They were added agebraically,
giving avalue of —5.4°C, then combined with the 215.1°C vaue to give limits of (+15.1°C, -20.5°C).
This interval should be compared to the uncertainty interva of the disappearing filament brightness
pyrometers with working standard uncertainty removed, (+13.5°C, -14.7°C) to determine the affect of
introducing a working standard for certifying pyrometers in the production area. Because these limits
are not symmetric, the worst case is used to express the uncertainty. A statement can be made that "a
production area certified disappearing filament pyrometer can measure tube furnace temperatures during
the certification period to within £20.5°C of the “real temperature.” Process furnace-related uncertainty
will be addressed later in this report.

Production Certified Digital Pyrometer

An uncertainty estimate for adigital pyrometer certified in the production area using the digital pyrometer
working standard should be made. Only one test has been made using two digital pyrometers on a tube
furnace, so this data is used to estimate what disagreement would be present for this type calibration.

In this test, two instruments were received from the vendor and calibrated against a thermocouple
standard on the Y-12 Standards Laboratory’s tube furnace. Nine pairs of points are available. Five
points were taken with the two pyrometers aternating at each calibration temperature. Four points were
taken with the same instrument completing calibration points consecutively before changing pyrometers.
Figure 2 shows the difference in two instrument responses. The good correlation between the linearity
in these two instruments improves this certification. The mean difference between the two instrument
readings for temperatures between 1000 and 1400°C was 0.2, which is not significant. The standard
deviation between the measurements was 1.10°C, which is reported in Table 2 for deviation from the
working standard. There are no wavelength differences when certifying one digital pyrometer with
another. In addition, the tube furnace should have emissivities of unity for al wavelengths being
considered. Therefore, the wavelength uncertainty does not need to be included for the production area
certification. The drift should not be affected by the calibration technique, so it is repeated for this
instrument. The total uncertainty interval including standards for a digital pyrometer certified in the
production areais (+10.4°C, -18.1°C). Thisinterval should be compared to the uncertainty interval of
the digital pyrometer certified on a strip lamp (+8.5°C, -12.7°C) when deciding whether to certify the
digital pyrometer in the production area or at the Y-12 Standards Laboratory.
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Production Certified Two-Color Optical Pyrometer

Data for determining the uncertainty of automatic two-color pyrometers were collected in late 1989 and
early 1990. Certifications were performed using a tube furnace at the Y-12 Standards Laboratory and
a thermocouple standard. Twenty-seven instrument calibrations are available with certification points at
1000, 1100, 1200, 1300, and 1400°C. These 135 points had a standard deviation of 1.3°C and a mean
of +0.5°C. The positive mean is significant and indicates that the optical measurement was higher than
the thermocouple standard. The mean and 2s limits are reported in Table 1. Two-color pyrometers
should be certified by the digital pyrometer working standard in the production area rather than using a
thermocouple standard at the Y-12 Standards Laboratory, however, the above datais dl that is available
for making this estimate. Because the automatic pyrometers are not currently in operation, no data is
available to evaluate the drift component. This estimate was made using comments by a vendor
technician who claimed that drift would typically range between 3 to 5C when using a one-year
certification period. Using the technique described in Section 4.6 of NIST Note 1297, this uncertainty
is estimated with a standard deviation of 4.4°C.> Combining the lack of agreement with the working
standard drift and standard uncertainty gives a 2° uncertainty interval of (+13.0°C, -16.7°C).
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BRIGHTNESSPYROMETER UNCERTAINTY IN
PROCESS MEASUREMENTS

The previous discussion dealt with uncertainty pyrometers when measuring carefully controlled strip
lamps or tube furnaces that have emissivities near 1.00. The subject addressed in this section is
uncertainty in a measurement of molten-metal temperature in a production furnace using either filament
or digital brightness pyrometers. There are many additional error sources that can cause a well-cdibrated
instrument to give a poor process measurement. These process-related sources are described in Table
2.

Datais not available to separately analyze each component in Table 2. However, some data taken during
1987 using hand held filament pyrometers is useful in characterizing the total measurement uncertainty
of brightness pyrometers measuring furnace temperatures. This data was originaly collected to
determine the accuracy of various two-color pyrometers using a type-S immersion thermocouple
measurement as a standard. Immersion thermocouple uncertainty in this data set should not be greater
than **10°C. Various components contributing to this uncertainty are discussed in a 1983 report.?

The estimate of uncertainty, while measuring production furnace temperatures, can be made by
comparing the filament pyrometer readings to the thermocouple standard, as shown in Fig. 3. A bias of
-19.4°C exists in the data set. The most significant factors contributing to this bias are the use of a
Pyrex™ window, window fogging, and perhaps temperature gradients in the melt. The Pyrex™ window
has been shown to decrease a brightness pyrometer’ s measurement —11.2°C when measuring furnace
temperatures at 1300°C. Subsequent to this data set, Pyrex™ windows were replaced by quartz
windows that are also used in the certification process to compensate for window error.
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Additionally, window fogging has been shown to contribute significant error. To test for the magnitude
of error expected due to fogging, three of the dirtiest windows were removed from consolidation runs
in October 1999. The effect of the fogged window was tested by reading temperatures with no window,
with a fogged window, and through the same window after cleaning. The difference in the temperature
suppression of the fogged and cleaned window should be a rough indication of the error introduced by
the fogging of the window. Results of the test indicated that fogging induced errors of -8, -14, and -
19°C. This brief test was not very rigorous. The -8°C value was obtained by viewing a fluorescent light
through the window rather than the furnace melt. The -14°C measurement had an erroneous clean
window result. The value of -14°C was obtained by assuming the clean window result for -14°C and
-19°C would be identical. While the test is not likely to establish limits for fogged windows, it does
indicate that a significant portion of the bias of Fig. 3 is due to fogging. Since fogging occurs during the
heat-up portion of the run, the window is fogged by time zero in the figure.
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Table 2. Production furnace related sour ces of uncertainty for single color pyrometers.

Source
Uncertainty

of

Affect on
Brightness

Temperature
M easurement

Description

Emissivity
<1.00

Decrease

In general, emissivities for metal oxides are in the range of 0.7 and
metals are in the range of 0.4.2%* In the furnace cavity, surfaces
appear to be at an emissivity of near 1.0 when al objects in the
furnace approach a uniform temperature at the end of a run.

Reflection

Increase

Surfaces with low emissivities appear more like mirrors reflecting
radiation of hot objects nearby. When measuring the brightness of
metal surfaces, the crucible radiation is reflected into the pyrometer’s
field of view making the metal appear hotter than it actualy is. The
increase in apparent temperature is worse for low emissivity metal
than for higher emissivity oxide.

Windows

Decrease

A window absorbs light from a target causing the brightness
temperature to decrease. Additionally, the two window surfaces
reflect some portion of the light so that it does not reach the
pyrometer. The decrease in brightness temperature was measured at
—11.5°C for 0.34-in.-thick Pyrex™ windows and -7°C for 0.2-in.
thick quartz windows. Pyrex™ windows were used when the datain
this section was collected. In 1997, the Configuration Control Board
approved the change to quartz windows for brightness pyrometers
and alowed these windows to be inserted in the sight path as the
pyrometers are calibrated. No window error is introduced when the
appropriate window is used in the certification and during furnace
operation.®

Window
Fogging

Decrease

Window fogging occurs primarily during the heat-up portion of arun
when the charge outgasses. Volatile components condense on the
window preventing some of the target light from reaching the
pyrometer. Fogging causes a decrease in measured temperature for
brightness pyrometers because al of the target radiation in the field
of view must reach the detector. The magnitude of the error is
dependent on the amount of volatile components that condense on the
window and whether the window was changed out before the run.

In practice, the window is changed out when the operator judges
that it isdirty. Three estimates of the affect of window fogging were
obtained during this effort. The dirtiest windows from consolidation
runs were removed and found to cause roughly -8, -4, and -19°C
errors.

Temperature
Gradients

Decrease

Temperature gradients exist in the furnace melt. During a furnace
run, the crucible is heated by the induction furnace which in turn
heats the metal charge. The crucible is much hotter than the charge
during the heat-up and initia portions of the hold period. Therefore,
it would be expected that metal close to the rim of the crucible would
be hotter than at the center where the operators typicaly make a
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measurement. Additionally, there can be gradients from the surface
of the metal to the bottom of the melt. Gradients, in much larger
furnaces, have been as large as 4°C/in. The maximum depth of melts
in production line addressed by this report is limited to 1.9 in. by the
crucible geometry.

Thermal gradients could account for some of the difference between optical and thermocouple
temperature readings. Since the thermocouple is located closer to the crucible rim than the typical
operator’s reading, a dight negative error in Fig. 3 is reasonable. Additionaly, gradients (4°C/in.) have
been measured in large casters. EUO casting crucibles are limited to a melt depth of less than 1.9 in. by
the crucible geometry.

Based on the data of Fig. 3, the average error introduced by Pyrex™ windows (w/o correction during
calibration), window fogging, and gradients are roughly equal to —19.4°C. It should be noted that a
gradient of about -23°C was noted in large data sets collected in 1983 on a different furnace with
different pyrometer certifications independent measurement instrumentation and operators.> Therefore,
the bias is well established and stable. Additionally, it is obvious that the uncertainty of measurementsin
theinitial portion of the hold period are much larger than at the end of the hold periods. Table 3 shows
the variation in mean and 2F variation about the mean for various intervasin the hold period and for the
entire 40-m data set. The increased variability in the early portions of the hold period are attributed to
variaions in emissivity and reflection.

Table 3. Mean and 2F limitsfor filament brightness pyrometer error in hold period.

Time From Extrapolated Start of | Mean 2F Variation
Hold (°O) (°O)

Q)

0-10 -18.0 28.6

11-20 -19.4 18.6

21-30 -21.3 15.2

31-40 -19.9 14.4

0-40 -19.4 22.1

Production operators take readings from the metal as opposed to oxide, which is on top of the melt (Fig.
4). If no good view of the metal is present, the operator will use the pour rod to break up the oxide
layer. Meta oxides typically have an emissivity in the range of 0.7 as opposed to roughly 0.4 for metal.
Since the metal with alower emissivity appears brighter, the cause must be due to reflection from the
crucible and perhaps other hot objects. When viewing oxidize, the reading is low due to the fact that the
emissivity is much lessthan 1.0. Asthe hold period progresses, all surfaces become roughly the same
temperature and the cavity formed by the crucible and insulation lid approximate a black body. In this
condition, the variation is significantly decreased as can be seen by the drop in variation in the later
portions of the hold period. Since the variation in later parts of the hold period (about **15°C) is roughly
equivalent to filament pyrometers certified on strip lamp standards (**14.7°C), it is reasonable to conclude
that the mgjority of the variation is due to pyrometer certification. Data from Fig. 3. was spread over
eight months of operation, so various pyrometers were used.
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Fig. 4. Production casting furnace showing emissivity
variation on the melt and a hot crucible.
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CONCLUSIONS

This work has established uncertainty limits for the EUO filament pyrometers, digital pyrometers, two-
color automatic pyrometers, and the standards used to certify these instruments (Table 1). |If
symmetrical limits are used, filament pyrometers calibrated in Production have certification uncertainties
of not more than +£20.5°C traceable to NIST over the certification period. Uncertainties of these
pyrometers were roughly 214.7°C before introduction of the working standard that allowed certification
in the field. Digital pyrometers addressed in this report have symmetrical uncertainties of not more than
212.7°C or 218.1°C when certified on a Y-12 Standards Laboratory strip lamp or in a production area
tube furnace, respectively. Uncertainty estimates for automatic two-color pyrometers certified in
Production are +26.7°C.

Additional uncertainty and bias are introduced when measuring production melt temperatures. A -19.4°C
bias was measured in alarge 1987 data set which is believed to be caused primarily by use of Pyrex™
windows (not present in current configuration) and window fogging. Large variability (2s = 28.6°C)
exists in the first 10 m of the hold period. This variability is attributed to emissivity variation across the
melt and reflection from hot surfaces. For runs with hold periods extending to 20 m, the uncertainty
approaches the calibration uncertainty of the pyrometers.

When certifying pyrometers on a strip lamp at the Y-12 Standards Laboratory, it is important to limit
ambient temperature variation (2324°C), to order calibration points from high to low temperatures, to
alow 6 m for the lamp to reach therma equilibrium (12 m for certifications below 1200°C) to minimize
pyrometer bias, and to calibrate the pyrometer if error exceeds vendor specifications. A procedure has
been written to assure conformance.
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